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Abstract. Scalability is an important issue in distributed IT service
design and should be addressed at least from technical and economic
perspectives. We present a conceptual framework that addresses scala-
bility from these two perspectives. To explore scalability of distributed
services, our framework employs a value model and UML deployment
model to describe scalability concerns of a distributed, commercial IT
service. We illustrate our approach by a case study.

1 Introduction

We consider commercial and distributed IT services built on the top of Inter-
net technology as commercial deeds of a mostly intangible nature [4]. They are
operated by networked constellations of enterprises (suppliers and costumers),
who, using each other core competencies, jointly work on the satisfaction of an
IT-intensive consumer need. The underlying information system architecture,
which puts the constellation into operation, shows a distributed landscape as
software and hardware components to realize such a service are typically dis-
tributed among a number of these enterprises.

The term ‘distributed IT service’ requires two different perspectives. From the
perspective of business it is a commercial concept, which is offered by a network of
enterprises rather than one enterprise to satisfy an IT-intensive consumer need.
A well-known example is the need to surf on the web, which can be satisfied by an
Internet Service Provider (ISP). From the perspective of information technology
it means that the required software and hardware components of the information
system are located at multiple, different places, which are interconnected e.g by
web service technology leveraging the Internet [7]. To avoid confusion, in the
rest of this paper we use the term ‘service’ to label the commercial perspective,
while ‘web services’ refer to the information technology perspective.

Ideally, distributed services should remain both technically and economically
feasible in different business settings. Many configurations are possible, caused
by e.g. varying the participating enterprises or by the increase of number of
consumers. One desirable requirement for the underlying distributed system is
that it must be scalable, meaning that it should handle different business set-
tings while at the same time provide a constant output in performance [7, 5].
Additionally, business and information technology perspective on a distributed
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system should match; a business setting should match with its supporting dis-
tributed information system with respect to scale.

Assessing the scalability of distributed services is a complex task. Many sci-
entific papers addressed the problem and proposed different analytical and per-
formance measures, mostly from the information system point of view [7, 1].
System scale should be matched by sufficient capacity in soft- and hardware
components resulting in financial consequences (e.g. investments) for its stake-
holders. Moreover, assumptions for designing a scalable system (e.g. the expected
number of customers) are important; a system that should support 5 concurrent
customers looks often quite different from a system that must support millions of
concurrent customers. Several examples of system scalability research focus on
the importance of cost effects [8, 5] in addition to performance. In a commercial,
networked business setting, however, the allocation of these costs among enter-
prises is of an importance, too, because such an allocation directly influences
potential profitability of an enterprise involved.

In this paper, we propose a conceptual framework to relate scalability concern
from a business value perspective (using e3-value models) and information tech-
nology perspective (using UML deployment diagrams). Additionally, we discuss
how to address scalability analysis from a business and technical perspective.
We illustrate our framework by a small case study.

2 Perspectives on Evaluating Scalability of Distributed
IT Services

Our framework is motivated by the work of Neumann [7], where scalability of
distributed information systems is addressed from three aspects: (a) size, the
increase or decrease of objects or users of the system, (b) allocation of compu-
tational resources: hard- and software components, as the execution of subtasks
can happen by different stakeholders at geographically different locations, and
(c) administrative control, as systems leveraging the Internet technology can
cross multiple, independent administrative domains and conflicting policies can
occur with respect to e.g. resource usage or security.

Ideally, the performance of distributed information systems should remain
constant as any change occur along these three aspects (e.g. increase of users).
Analyzing the effects of these changes purely from the information technology
perspective would only judge whether the provision of the distributed service it
supports is technically feasible. However, scalability has its price, and thus its
financial consequences. It is of an importance to examine the resulting economic
value effects in order to assess whether the provision of the distributed service
remains financially sustainable.

Figure 1 summarizes our framework built on the above articulated concepts
and shows their relations. Technical scalability is ultimately about system per-
formance and addresses whether it remains constant if there are changes in the
three forementioned scalability aspects (users/objects, resource allocation, ad-
ministrative control). Economic scalability is about financial performance of the
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enterprises of networked constellation, and evaluates the resulting financial ef-
fects of these changes (e.g. additional investments). The scale as supported by
the distributed information system (technical perspective) should correspond to
its financial effects as indicated by the business perspective.

Fig. 1. Conceptual framework to assess scalability of commercial, distributed IT ser-
vices supported by distributed information systems

To guide scalability analysis, our research employs modeling techniques to de-
scribe the information system and the business setting focusing on size, resource
allocation, and administrative control. In addition, our research investigates how
constructs of these modeling techniques can be related to support reasoning over
scalability. As a first step, we employ the e3-value technique (for a detailed de-
scription please consult [3]) to describe the business model and we use the UML
deployment modeling technique to describe the information system perspective.
We explore to what extent these modeling tools are applicable to guide the tech-
nical scalability assessment, and we also show how constructs of a value model
and a deployment model can be related to support our analysis. We do not
elaborate on economic scalability.

3 Case Study: A Commercial Distributed Service to
Reduce Imbalance in Electricity Supply

We now introduce a case-study on electricity supply and consumption (see [2] for
details). Due to the physical nature of electricity power, the amount of electricity
supplied to the network must be exactly equal to the amount of electricity con-
sumed. This balance has to be maintained continuously otherwise power outages
will occur. This requirement is ensured by the Transmission System Operator
(TSO), who compensates imbalance real-time and charges imbalance fee for the
parties, who caused the imbalance.

The analyzed distributed service (Distributed Balancing Service (DBS)) is
used to perform near-real time, distributed control over the electricity supply
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and consumption of commercial portfolios (consisting of a series of electricity
generators and consumers) [6] in order to reduce imbalance. In case of imbalance,
consumers and/or producers of the commercial portfolio are asked to change
their level of production and/or consumption. Obviously, such near real-time
control is only possible using advanced, distributed information technology. All
stakeholders of the portfolio (producers, consumers and supplier) have to employ
certain software and hardware for execution of the DBS at their production and
consumption sites.

Portfolios may vary in size (i.e. the number of consumers) and in geographic
location (i.e. due to the liberalized market in the electricity domain [6]). In most
cases, portfolios aggregate stakeholders with a different operational profile (i.e.
wind turbines, generators), thus the administrative complexity while executing
DBS can easily increase. It is thus important to assess the scalability of DBS to
assure its deployment in different portfolio settings. In the following we use this
case to exemplify our model-driven analysis, focusing, due to space limitations,
on technical scalability.

4 Analysis of Technical Scalability: a Case Study

4.1 Characteristics of the Business Design Affecting Technical
Scalability

We have constructed an e3-value business model (we assume that the reader is
familiar with e3-value , otherwise please consult [3]), figure 2 shows a simplified
extraction of it as presented in [2]. We now assess how the e3-value method
supports the analysis of technical scalability (see Figure 1).

The model represents the one-time execution of the functionality offered by
DBS, namely keeping the balance of supply and consumption. In the e3-value
methodology such an execution is shown by a dependency path, which mod-
els how a consumer need is satisfied by performing ‘value activities’ and ‘value
transfers’ by different entities. In our example, the path connects the business
parties of the networked constellation (represented by ‘actor’ and ‘market seg-
ment’ modeling constructs) who jointly execute the distributed service satisfying
the occurring business need: the imbalance reduction. ‘Value activities’ demon-
strate who executes which activity with respect to the distributed service. ‘Value
transfers’ encapsulate exchanged ‘value objects’ resulting from performed ‘value
activities’.

The dependency path of Figure 2 thus depicts that a supplier executes a ‘Bal-
ancing control’ activity to decrease imbalance of ‘Supply’. It operates together
with the ‘Operation control’ activity maintained by consumers, which controls
their ‘Consumption’. Consumers offer their ‘Device flexibility’ as a result of their
‘Operation control’ and receive ‘Compensation fee’ in return.

The path first provides information concerning the size of actors of the net-
worked constellation executing the distributed service. An ‘Actor’ models by
definition one (business) entity. Cardinality of the market segment is equal to
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Fig. 2. Structure of the business design, represented by e3-value modeling technique

the number of actors it aggregates. By summing up the number of actors along
the path, the number of actors of the constellation can be found for the need
at hand (in this example: 100 consumers + 1 supplier = 101). This number of
actors is a first indication of scale to be supported by the information system.

The dependency path also helps to determine the number of value transfers
between actors. This is given by the number of occurrences of the need (in
this example, 1, since the dependency path demonstrates one-time execution),
and influenced by the number of actors. In this example, the number of value
transfers is sized up according to the number of consumers involved in the service
execution, expressed by the explosion element (#1).

In terms of our earlier mentioned scalability aspects, the value model helps
to articulate the following characteristics of the business setting, which influence
technical scalability:

– Size: the value model shows the number of business actors of the networked
constellation and the number of value transfers.

– Resource allocation: the value model demonstrates the distributed nature
of the service by allocating value activities to different entities, but does
not provide any specific information over the employed hard- and software
resources, nor how these activities are executed. In addition, it does not show
how the business actors of the constellation are geographically distributed.

– Administrative control: the value model only shows what value activity is
executed and what value object is exchanged but gives no operational insight.

To assess technical scalability of the DBS in more detail, it is necessary to explore
the business processes of actors within the networked constellation.

4.2 Characteristics of Information System Design Affecting
Technical Scalability

Below, we present a UML deployment diagram to describe the structure of the
distributed information system supporting the provision of the DBS. The dia-
gram is constructed based on interviews with domain experts. Figure 3 shows an
extraction of it (a more detailed model and explanation can be found in [2]). We
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Fig. 3. Structure of the system design, represented by UML deployment class diagram

now assess how the UML deployment diagram supports the analysis of technical
scalability (see Figure 1).

The depicted deployment diagram gives a better structural insight by show-
ing the allocated soft- and hardware resources and web service ports offering and
requiring web services. The class diagram aggregates instances of physical nodes
into classes that host the same software and hardware structure, yet indepen-
dently from geographic location. The cardinality of these classes thus provides
information about the size of employed hardware and software resources of the
information system.

The modeled ports attached to components help to understand the invocation
of web services of the distributed information system. These web services are
invoked via a TCP/IP based communication path connecting consumer and
supplier nodes. Each node communicates via ADSL router.

The diagram also represents the idea of centralized communication in this
specific case. ‘Consumer nodes’ do not exchange data with each other, they only
communicate with the ‘Supplier node’, highlighting the centralized manner of
data sharing. It is the ‘Balancing control’ component, which possesses all the
information needed to adjust actual operation profiles of consumers and thus
to perform distributed control. ‘Operational control’ components are respon-
sible only for the local device control based on the adjustments provided by
‘Balancing control’. Such a centralized organization of communication and web
service exchanges suggests that the ’Balancing control’ component of ‘Supplier
node’ may form a potential performance bottleneck that can limit the technical
scalability of the distributed service [9]. We assume that local device control is
performed satisfactory.

The structure of the information system thus suggests that the communi-
cation network and the computation task of the ‘Balancing control’ influence
the system performance, thus the technical scalability. Functional parameters
are attached to corresponding modeling constructs (see attached comments in
Figure 3). We employ the following metrics: (a) network set-up time, the time
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needed to initialize and to build up automatically the communication network
between supplier and consumer nodes, respectively, (b) data transfer time, the
time needed to transfer data from one point to another, as a function of the type
of the end connection (i.e. ADSL), (c) execution time, the time needed to per-
form the required tasks, (d) memory usage for computation and for maintenance
of communication channels.

We assume that these metrics together determine the maximum number of
web service invocations that the ‘Supplier node’ can handle. To determine the
value and significance of these performance metrics, however, the analysis of
operational processes and of the behavior of web service invocations (e.g. reg-
ularity) is essential. To this end, the static modeling approach, as the UML
deployment diagram suggests, is not sufficient. In addition, ‘network set-up’ and
‘data transfer time’ is location dependent, yet the deployment diagram does not
provide insight over the geographic allocation of nodes. Moreover, the analysis
of operational processes is essential to assess how the administrative control as-
pect of scalability would influence system performance, since devices might have
diverse operational profiles, yet their operation has to be controlled equally.

In terms of our earlier mentioned scalability aspects, the static, structural
constructs of the UML deployment class model help to articulate the following
characteristics of the information system, which influence technical scalability:

– Size: the cardinality of UML constructs shows the size of employed hard-
and software components.

– Resource allocation: the deployment class diagram gives better structural
insight, yet independently from geographic distribution. Web service ports
display the structure of web service exchanges.

– Administrative control: the deployment diagram shows the components of the
distributed service, but gives no insight to the behavior of these components.

Further refined analysis of the operation of components and of web service in-
vocations is needed to get better insight to technical scalability.

4.3 Relating e3-value and UML deployment diagrams

In the following we show that the e3-value technique and UML deployment class
diagram, if correctly related, may contribute to the technical scalability assess-
ment. Value activities of the value model that are required for the one-time ex-
ecution of DBS appear as components in the UML deployment diagram. Value
activities result in value transfers between actors exchanging value objects. This
is maintained by offered and received web services between web service ports of
these components on the information system level.

As a consequence, value transfers of the value model encapsulate web service
invocations needed to execute the distributed service (i.e. the offered ‘Device
flexibility’ is supported by these invocations). The e3-value technique is capa-
ble to determine the number of value transfers occurring between actors, which
can be used to estimate the number of web service invocations between soft-
ware components that the underlying information system should handle. As the
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maximum number of web service invocations that can be handled during the
one-time execution of DBS is known for the information system at hand, the
number of value transfers may indicate whether technical scalability is violated.

5 Conclusions and future work

In this paper, we proposed a conceptual framework to support the technical scal-
ability assessment of commercial, distributed IT services offered by networked
constellations of enterprises. The framework addresses the evaluation of scalabil-
ity among two - technical and economic - perspectives taking different aspects
(size, resource allocation, administrative control) of scale into account.

This paper focuses on technical scalability. To guide the analysis we em-
ployed and related e3-value technique and UML deployment class diagram, and
we explored how our model-driven approach can support our aim. As a next
step, we extend our analysis by employing behavioral modeling techniques for
the scalability assessment.

Another line of research focuses on aspects of economic scalability. Coupling
the e3-value and UML techniques seems as a suitable candidate to support our
assessment [2], however, further expansion of analysis toward business processes
is needed in order to gain better insight on financial consequences of scale.
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